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Abstract Problem solving and thinking are important issues in contemporary research. With the advent of educational assessment, problem solving has been identified as a cross-curricular competence that plays an important role in educational and in occupational settings. Our research is connected to previous activities in the field of dynamic problem solving. On the basis of Dörner’s “Theory of Operative Intelligence”, we developed assessment instruments (called MicroDYN and MicroFIN) that allow for psychometrically acceptable measurements in the field of dynamic problem solving. MicroDYN is an approach based on linear structural equation systems and requires from the problem solver the identification of input-output connections in small dynamic systems with varying degrees of complexity. MicroFIN is an approach based on finite state automata and requires from the problem solver the identification of transitions of state in small simulated devices, within a variety of backgrounds. Besides developing of the test instruments, we checked the construct validity in relation to intelligence and working memory in a series of studies with pupils, students, and workers. Also, the internal relations between different facets of the global construct “dynamic problem solving” were analyzed.
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25.1 Introduction

Problem solving research has changed its focus over the last 40 years. After the seminal paper of Dietrich Dörner (1980), which proposed a move from static to dynamic problems, a lot of research has been initiated in that area (for an overview, see: Frensch and Funke 1995; Sternberg and Frensch 1991), delivering new insights into phenomena such as intellectual emergency reaction (Dörner 1997) or the connection between emotion and complex problems (Barth and Funke 2010; Spering et al. 2005).

Our research goals are connected to this “young” tradition: (1) modeling of problem solving competencies based on Dörner’s theoretical approach, (2) development of computer-based assessment instruments that allow for the measurement of different levels of proficiency and different facets of problem solving, and (3) empirical tests of the newly developed instruments within a context of educational assessment.

Our research started with questions resulting from basic research in problem solving but as the process developed (due to our collaboration with OECD on the PISA 2012 problem solving assessment), questions related to the applicability of our competence measurement in the context of large-scale assessments also became important.

This chapter presents information on all three issues in an overview format; some parts of this chapter have already been published, with more detailed information, in various publications (e.g., Fischer et al. 2012; Funke 2010, 2012; Greiff and Fischer 2013a, b; Greiff and Funke 2009; Greiff et al. 2013a, b; Greiff and Neubert 2014; Greiff et al. 2012; Wüstenberg et al. 2012; Wüstenberg et al. 2014).

25.2 Modeling of Problem Solving Competencies

In textbooks (e.g., Mayer and Wittrock 2006), problem solving is defined as cognitive processing directed at transforming a given situation into a goal situation when no obvious method of solution is available. This is very similar to the traditional definition of Duncker (1935), in his famous paper on the topic translated by Lynne Lees (Duncker 1945, p. 1): “A problem arises when a living creature has a goal but does not know how this goal is to be reached. Whenever one cannot go from the given situation to the desired situation simply by action, then there has to be recourse to thinking”. Seventy years later, the definition of the problem situation has not changed substantially. What has changed drastically is the type of problem used in problem solving research: instead of static problem situations we now use dynamic situations that change in response to interventions and to time.

The Transition from Static to Dynamic Problems  Dietrich Dörner (1975) was— independently of, but in line with, Donald Broadbent (1977), Andrew MacKinnon
and Alex Wearing (1980)—convinced that the psychology of problem solving had to analyze how people deal with dynamics, intransparency, polytelically, connectivity, and complexity as defining characteristics of problem situations. This is an issue mostly ignored in previous problem solving research that focused on static problems. But dynamic situations have tremendous consequences for the problem solver: they require the anticipation of future developments and of the short- and long-term consequences of decisions. The intransparency of a problem situation requires active information search and information generation, to gain transparency. The polytelic goal structure requires balancing goals that might compete with each other (antagonistic versus synergistic goals). The connectivity of a given system requires anticipation of even small, unintended side effects of interventions that in the end might adversely influence the intended main effects. The complexity of the problem situation requires reduction of information, so that limited cognitive resources ("bounded rationality" in the sense of Simon 1959) can deal with it.

The transition from static to dynamic problem situations was a turning point in problem solving research. The dynamics and complexities of everyday life problems, as well as those of societal challenges, became subject to theories and to empirical work (Dörner 1997; Frensch and Funke 1995; Sternberg and Frensch 1991; Verweij and Thompson 2006; Zsambok and Klein 1997). “Dynamic decision making” (Brehmer 1989) and “naturalistic decision making” (Klein 1997) were among the labels for the new movement. With his concept of Operative Intelligence, Dörner (1986) emphasized the importance of examining not only the speed and precision of some of the basic intellectual processes, but also the more formative aspects of problem solving: for example (1) circumspection (e.g., anticipation of future and side effects of interventions), (2) the ability to regulate cognitive operations (e.g., knowing when to do trial-and-error and when to systematically analyze the situation at hand; when to use exhaustive algorithms and when to rely on heuristics, when to incubate an idea, and so forth), or (3) the availability of heuristics (e.g., being able to build helpful subgoals, to constrain the problem space efficiently). It turns out that dynamic problems require these competencies in a greatly different way than static problems, which rely mainly on deduction.

This list of examples is not exhaustive, but it gives an idea of what is meant by the “operative” aspects that are not adequately addressed by traditional intelligence tests but may still be considered relevant for an organized course of intellectual processes (Dörner 1986). With its explicit focus on gaining and using information and knowledge about cognitive operations, adequate, operative intelligence can be considered one of the most relevant expansions of intelligence as it is measured with current measurement devices: Intelligence in a problem solving situation turns out to consist of being able to collect information, to integrate and structure goal-oriented information, to make prognoses, to plan and to make decisions, to set goals and to change them. To achieve all this, an individual has to be able to produce an organized series of information processing steps, flexibly adapting these steps to the demands of the situation—only then can it be considered intelligent (Dörner 1986, p. 292).
A central premise of our research approach is its competence orientation (Weinert 2001). According to Klieme and Leutner (2006), competencies are defined as context-specific cognitive dispositions that are needed to successfully cope with certain situations or tasks in specific domains. In our case, we address the competence of dealing with problem situations from different domains that are complex, intransparent at the start of action, and that change their state over time.

The Five Facets of Dynamic Problems

The facets of operative intelligence emphasized in this characterization closely resemble the facets of complex dynamic problems (Dörner 1997; Dörner et al. 1983; Funke 1992, 2001) that are most relevant for coping with these characteristic features: (1) the complexity of the structure (requiring information reduction), (2) the intransparency of the situation (requiring systematically generating information), (3) the interconnectedness of the variables (requiring building a model of the most relevant effects), (4) the polytely of the task (requiring goal elaboration and for setting priorities), and (5) the dynamics of the system (requiring planning and dynamic decision making). Table 25.1 shows these five facets and connects the first three of them to the representation of the problem solving situation (system exploration), whereas the last two are connected to solution approaches (system control).

These characteristic features of dynamic problems and the corresponding facets of dynamic problem solving (DPS; see Funke 2001) can be considered a fruitful starting point for measuring operative intelligence, which in turn might be the most important factor determining DPS performance. In the next section we present our ideas for assessing these facets of DPS with the help of computer-based assessment instruments.

<table>
<thead>
<tr>
<th>Model phase</th>
<th>Characteristic feature</th>
<th>Cognitive process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representation</td>
<td>Complexity of the structure</td>
<td>Information reduction</td>
</tr>
<tr>
<td>Representation</td>
<td>Intransparency of the situation</td>
<td>Information generation</td>
</tr>
<tr>
<td>Representation</td>
<td>Interconnectedness of variables</td>
<td>Model building</td>
</tr>
<tr>
<td>Solution</td>
<td>Polytely of the task</td>
<td>Goal elaboration and balancing</td>
</tr>
<tr>
<td>Solution</td>
<td>Dynamics of the system</td>
<td>Prediction, planning and decision making</td>
</tr>
</tbody>
</table>

*aModified from Greiff and Fischer (2013b, p. 50)*

25.3 Development of Computer-Based Assessment Instruments

Especially in the assessment of interactive, dynamic problem solving, much progress has been made in recent years. With the help of formalisms such as MicroDYN (problem situations based on linear structural equation systems, LSE approach) and MicroFIN (problem situations based on finite state automata, FSA approach),
large-scale assessments such as the Programme for International Student Assessment (PISA; see e.g., OECD 2013) from the Organisation for Economic Cooperation and Development (OECD) have been directed to these competencies that will play an important role in the twenty-first century.

Why are these formalisms so helpful in designing assessment instruments? The answer lies in the fact that on the basis of some elementary building blocks, one can develop arbitrarily complex systems with different semantic embeddings. Figure 25.1 illustrates the modules that were used in our item construction: main effect, multiple effect, multiple dependence, eigendynamic, and side effects, describe different (and arbitrary) relations between an arbitrary number of inputs and an arbitrary number of output variables.

With the help of the building blocks shown in Fig. 25.1, one can design a large universe of MicroDYN systems, starting with a trivial 1x1 system and changing to infinitely complex N\times M systems (N, M being the number of input and output variables, respectively) that have to be explored and controlled by our subjects. The building blocks of finite state automata are even simpler: they consist of states and transitions between states. One can build arbitrary complex MicroFIN systems that represent machineries with very different types of behavior (see the examples given by Buchner and Funke 1993). Behind the development of MicroDYN and MicroFIN stands the concept of minimal complexity, which has to be explained first.

**The Concept of Minimal Complexity** Inspired by ideas from Dörner, but coming from a psychometric perspective, Greiff and Funke (2010) introduced the following idea: rather than increasing problem complexity more and more, to start with *minimally complex systems*: that is, systems that are at the lower end of complexity.

The starting point of this concept is the idea that complex systems are needed in problem-solving research because their features differ markedly from simple static systems (in terms of complexity, connectivity, dynamics, intransparency, and

![Fig. 25.1](image.png) Underlying elementary structure of a MicroDYN item displayed some possible effects between exogenous (input) and endogenous (output) variables (from Greiff and Funke, 2009, p. 159): The modules that were used in our item construction were main effect, multiple effect, multiple dependence, eigendynamic, and side effect
polytely) and their solution requires not simply the addition of simple processes (Funke 2010). The conception of minimally complex systems uses a simple strategy: instead of realizing more and more complex systems (trying to reach for the greatest complexity) with questionable content validity, it instead seeks the minimum complexity. Complexity is a very unclear term—the upper limit of complexity is still open and yet, the lower limit of complexity must be somewhere between nothing and a small degree of complexity. Instead of searching for the upper bounds of complexity, we concentrate on the lower limits and introduce “complexifying elements”—to use a term introduced by MacKinnon and Wearing (1985, p. 170). Figure 25.2 illustrates two types of complexity manipulations for Microdyn items, as described in Greiff and Funke (2009, p. 160).

This shift in focus to the perspective of minimally complex systems has some advantages for developers of psychometric tests, which can be characterized by the following four points: (1) the time spent on a single scenario is measured not in hours but in minutes, thereby increasing the economies of test application; (2) due to the short time required for item application, a series of items can be presented, rather than one-item testing, thereby increasing reliability; (3) because of our use of formalisms, arbitrary semantic embeddings become feasible, thereby increasing ecological validity; and, (4) a broad range of difficulty levels can be addressed, thereby increasing conceptual validity, as shown by Greiff et al. (2012).
What was the task for the subjects in our experiments? Firstly, a problem solver, who is only shown the values of the input and output variables (but not the underlying structure of the system), had to specify a series of input values in order to identify the system’s structure (the problem solver could draw his or her model of the causal structure between the variables in a causal diagram). Secondly, the problem solver had to specify a series of input values in order to reach given target values (see Fig. 25.3 for an example within a MicroDYN task). In this phase (“rule application”), there is a specific goal for controlling the system, whereas in the first part (“rule identification”), there is the unspecific goal of exploring the system and drawing a causal model of the assumed relations (“rule knowledge”).

The procedure in the MicroFIN task was very similar: First, participants had to explore the given automaton by pressing the available buttons and seeing what happens. After some time exploring self-selected state-transitions, in the second phase the task is to reach a specified goal state in the machine from a given state, with the least number of button presses. Figure 25.4 illustrates the interface for the “MP3-Player” developed for the PISA 2012 Study.
On the basis of the two formalisms, a large number of items (both for MicroDYN and MicroFIN) with different difficulty levels were developed and used in our studies.

Multiple Item Testing On the basis of the formal mechanisms of LSE and FSA, an additional feature of our approach comes into play, called multiple item testing. The idea comes from psychometrics and entails multiple items instead of single item testing. It is very easy to construct a universe of independent LSE and FSA tasks, each with varying degrees of difficulty. This procedure increases the reliability of measurement, compared to a situation in which one final data point after a long sequence of decisions is taken as a measure of performance (as is done, for example, in the standard procedure for the computer-simulated Tailorshop; see Danner et al. 2011).

Disadvantages of MicroDYN and MicroFIN The use of minimally complex systems and multiple item testing also has some disadvantages, the most important being the fact that dealing with complexity, in the sense of uncertainty management, is lost completely. In some cases, only main effects between three input and three output variables had to be identified—there were neither indirect effects nor delayed effects or goal conflicts. One could argue that—if no eigendynamic or side effects are implemented—these MicroDYN measurements mostly reflect the competence of the VOTAT strategy (“vary one thing at a time”) or, in the phrasing of Klahr (2009) the CVS (“control of variables strategy”), but the set of strategies for dealing with complex systems is much larger. If broader strategies are to be assessed, different task requirements other than the identification of linear systems are needed. This has to do with the next point, stimulus sampling.
Stimulus Sampling of Problems  For assessment purposes, a large item universe is needed. That is one of the advantages of formal systems (Funke 2001) such as linear structural equation systems or finite state automata. The disadvantage of using these formalisms is the restricted range of problems that follow all the same model. Subjects are confronted with changing semantics, but the deep structure of the problems does not change: one has to deal with linear combinations or with state transitions. After a short time, the problem situations become routine and the assessment runs the risk of no longer addressing problem-solving behavior. How long are subjects in those assessment situations problem solvers, and when do they learn from experience? Fiedler (2011, p. 166) warns against the consequences when stimulus sampling is not done broadly, namely, that “findings may reveal more about the stimuli chosen than the persons being tested”.

Learning Effects  A last problem of multiple-item testing consists in the fact that some generalizable strategies (e.g., VOTAT) can be learned during work on the first item of an item bundle, thus making the following items of that bundle easier, because problem-solving behavior changes from production to reproduction. Whereas learning within more complex tasks such as Tailorshop is part of the game, in a multiple item situation it could be a disadvantage, and would need to be controlled (see Funke 2014a).

25.4  Empirical Tests of the Newly Developed Instruments

During the active phase of our project, in cooperation with our partner institutions, we ran empirical tests of the newly developed instruments for the assessment of complex problem solving (CPS) based on multiple-item testing with MicroDYN. These tests addressed the following areas:

- Measurement model: What is the internal structure of our assumed competencies? Is it possible to identify the three postulated facets of (1) rule identification (adequateness of strategies), (2) rule knowledge (generated knowledge) and (3) rule application (ability to control a system)?
- Predictive and incremental validity: Do our constructs have validity in predicting external criteria like school grade point average (GPA), and is incremental prediction beyond IQ scores possible?
- Differences with respect to age, gender, culture: Is the data pattern with respect to differential variables (like the mentioned ones) plausible?

To answer these questions, some larger data collections at school were initiated by our research group: (1) school studies at the Heidelberg area, (2) school studies with a research group at Szeged University, and (3) school studies with a research group at Helsinki University. Reports about two of these data collections will be
Wüstenberg et al. (2012) analyzed the internal structure and construct validity of the newly developed MicroDYN items. The computer-based CPS test, with eight MicroDYN items, and the Raven Advanced Progressive Matrices, as traditional test of reasoning, were given to a sample of $N = 222$ university students.

Measurement model: Data analysis based on structural equation models showed that a two-dimensional model of CPS, including rule knowledge and rule application, fitted the data best. In this study, rule identification could not be established as a third facet on its own. Empirically, there was no difference between the two facets of rule identification and rule knowledge.

Predictive and incremental validity: Reasoning predicted performance in rule application only indirectly, through its influence on rule knowledge: This indicates that learning during system exploration is a prerequisite for controlling a system successfully. Also, MicroDYN scores explained variance in GPA even beyond reasoning, showing the incremental validity of our items. Our conclusion: MicroDYN items predict real life criteria such as GPA and therefore, measure important aspects of academic performance that go beyond reasoning.

Wüstenberg et al. (2014) analyzed cross-national and gender differences in complex problem solving. Six MicroDYN items were applied to a sample of 890 Hungarian and German high school students attending eighth to eleventh grade.

Differences with respect to gender and culture: Multi-group confirmatory factor analyses showed that measurement invariance of MicroDYN scores was found across gender and nationality. In regard to latent mean differences it showed that, on average, males outperformed females and German students outperformed Hungarian students. The main reason for these results was the comparatively poor performance of Hungarian females. Log files of process data showing the interaction of participants with the task illustrate that Hungarian females used the VOTAT strategy less often; as a consequence, they achieved less knowledge acquisition. A detailed log-file based analysis of such differences is therefore helpful for a better understanding of data from cross-national comparisons. We expect that such process analyses can also be helpful in better understanding group differences (between nations, gender, etc.) in large-scale assessments like PISA.

Summarizing: As can be seen from the empirical tests, our MicroDYN test development produced reliable data that were able to predict indicators like GPA, beyond IQ scores. Also, differential effects with respect to age, gender, and culture were mostly in line with our expectations and underline the usefulness of the new instruments for such comparisons.
25.5 Educational Application: PISA 2012

In educational contexts, measures of problem solving are useful if one is interested in cross-curricular competencies. The PISA 2012 definition of problem-solving competence is as follows:

Problem-solving competency is an individual’s capability to engage in cognitive processing to understand and resolve problem situations where a method of solutions is not immediately obvious. It includes the willingness to engage with such situations in order to achieve one’s potential as a constructive and reflective citizen. (OECD 2013, p. 122)

In the PISA 2012 computer-based problem-solving assessment, with about 85,000 students from 44 countries and economies, over one half of the tasks were interactive. Examples of interactive problems encountered in everyday life include discovering how to use an unfamiliar mobile telephone or automatic vending machine. These PISA tasks were developed with the background described in this article; they were constructed on the basis of proposals from our Heidelberg research group.

PISA’s interactive problems are intransparent (i.e., there is undisclosed information), but not necessarily dynamic or highly complex. Static problems are those in which all the information necessary to solve the problem is disclosed to the problem solver at the outset; by definition they are completely transparent.

Students’ answers to the 42 problem-solving tasks in the assessment allowed the assignment of students into one of seven proficiency levels, including one that contained the students who performed below the first, and lowest, of six described proficiency levels. At the highest level, students should be able to do the following:

At Level 6, students can develop complete, coherent mental models of diverse problem scenarios, enabling them to solve complex problems efficiently. They can explore a scenario in a highly strategic manner to understand all information pertaining to the problem. The information may be presented in different formats, requiring interpretation and integration of related parts. When confronted with very complex devices, such as home appliances that work in an unusual or unexpected manner, they quickly learn how to control the devices to achieve a goal in an optimal way. Level 6 problem-solvers can set up general hypotheses about a system and thoroughly test them. They can follow a premise through to a logical conclusion or recognize when there is not enough information available to reach one. In order to reach a solution, these highly proficient problem-solvers can create complex, flexible, multi-step plans that they continually monitor during execution. Where necessary, they modify their strategies, taking all constraints into account, both explicit and implicit. (OECD 2013, p. 122)

What are the educational and political consequences of this assessment? The OECD (2013, p. 122) report formulates:

that today’s 15-year-olds who lack advanced problem-solving skills face high risks of economic disadvantage as adults. They must compete for jobs in occupations where opportunities are becoming rare; and if they are unable to adapt to new circumstances and learn in unfamiliar contexts, they may find it particularly difficult to move to better jobs as economic and technological conditions evolve.
Training and teaching of problem-solving skills therefore becomes a task for schools.

25.5.1 Two Additional Issues: Optimization and Causal Diagrams

Use of Modern Mathematical Optimization Techniques As we have shown, important progress can be expected if the course of problem solving is evaluated quantitatively. Rather than merely evaluating the final solution, the concurrent evaluation of stepwise decision-making promises additional new insights, which can be achieved with the help of modern techniques of mixed-integer nonlinear optimization, as demonstrated by Sager et al. (2011) with the business scenario “Tailorshop”. For that scenario, a process performance indicator can be computed under the label of “what is still possible”: an indicator that shows the optimal solution at each point in time (during the round-based proceeding through the task), given all previous decisions and actions. For example, even for a subject who has played ten rounds of unsuccessful decision-making, there is still an optimal score for the last two rounds if, from now on, only the best decisions are made. This indicator allows a much more precise evaluation of a subject’s solution path, compared to traditional indicators that measure the available money at the end of each round.

Causal Diagrams To measure knowledge acquisition by means of causal diagrams is a standard procedure in assessment procedures, and is used within MicroDYN. It leads to reliable measures of knowledge about causal relations, but it also has some disadvantages: On the one hand, considering causal connections between system variables stimulates thinking about causality that otherwise might not have been possible (see Blech and Funke 2006). On the other hand, Griffiths and Tenenbaum (2009, p. 670) point to an “inherent limitation in the expressive capacity of graphical models”, due to the fact that they cannot discriminate between different types of causal entities or different functional relationships between variables, such as conditional links. Progress is needed, with respect to other ways of assessing structural knowledge. One has to be aware of the fact that this kind of mind-mapping turns out to be a secondary task that needs additional resources besides the identification task (see also Eseryel et al. 2013).

This issue relates also to an old question concerning implicit and explicit modes of knowledge about systems (see Berry and Broadbent 1988). Knowledge acquisition processes go for rule-abstraction, whereas knowledge application might be driven more by instance-based decision making (Gonzalez et al. 2003). Therefore, the question of adequate measurement of acquired knowledge is still open (also, learning curves would be helpful, to describe the process of acquisition in more detail).
25.6 Future Developments

Future developments could run along different, promising lines of research—we will explain two of them in more detail: (1) concerning the unit of analysis, an extension of complex problem-solving activities from the individual to the social dimension might occur, and (2) concerning methods, a more process-oriented use of log files resulting from computer-based assessments might reveal more process information. Further ideas for future research are described in Funke (2014b).

From the Individual to the Social Dimension  The steep rise of communicative and team tasks in modern society (Autor et al. 2003) makes it evident that there is an inherently social aspect in any type of learning or problem solving (Lee and Smagorinsky 2000). To this end, collaborative problem solving—following Greiff et al. (2013a, p. 81)—is to be incorporated into an international large-scale assessment for the first time. In the PISA 2015 assessment framework (OECD 2012), collaborative problem solving is tentatively defined as “the capacity of an individual to effectively engage in a process whereby two or more agents attempt to solve a problem by sharing the understanding and effort required to come to a solution” (p. 7). In keeping with previous efforts to define collaborative problem solving (e.g., Griffin et al. 2011; Morgan et al. 1993; O’Neil et al. 2003), collaboration and problem solving are seen as correlated but sufficiently distinct dimensions. That is, for problem solving, the cognitive processes of interactive problem solving in the PISA 2012 framework will be retained, whereas a new assessment of social and collaborative skills will be added in the PISA 2015 framework.

Process-Oriented Use of Log files  To quote Duncker (1945, p. 1, in italics in the original) once again: “How does the solution arise from the problem situation? In what ways is the solution of a problem attained?”, is an important question in understanding the process of complex problem solving. To get answers on this old question, log files are promising a new era of process research (Schulte-Mecklenbeck and Huber 2003; Zoanetti 2010). Behavioral and process data of problem-solving patterns are now partly implemented in the PISA scoring procedures, and are directly connected to the emerging field of educational data mining, in which experimental and psychometric methods are applied to large educational data sets (Rupp et al. 2012). The promises of log-file analyses have been explored in recent work (see Goldhammer et al. 2014; Kupiainen et al. 2014) that gives deeper insights into problem-solving processes.

Optimistic Outlook  Summarizing recent developments in problem-solving research under the auspices of what Stellan Ohlsson has correctly labeled the “Newell-Simon paradigm”, Ohlsson (2012, p. 117) wrote:

In summary, Newell and Simon’s first concept of generality, codified in the General Problem Solver, failed as a psychological theory because it is not true: there is no single problem solving mechanism, no universal strategy that people apply across all domains and of which every task-specific strategy is a specific instance. Their second concept of generality initiated research on the cognitive architecture. The latter is a successful scientific concern with
many accomplishments and a bright future. But it buys generality by focusing on a time band at which problem solving becomes invisible, like an elephant viewed from one inch away.

This pessimistic statement (specific problem solving research vanishes and ends up in general assumptions on cognitive architectures) is not our point of view. Within this priority program funded by the German Research Foundation, we have delivered some new ideas for psychometric sound assessment of problem solving (multiple item testing based on minimally complex systems from LSE and FSA formalisms). The competencies needed for these tasks are derived from Dörner’s theory of operative intelligence. The measurement invariance, latent mean comparisons, and other psychometrically relevant data are documented in international large-scale studies beyond PISA (e.g., Wüstenberg et al. 2014). Therefore, as we have tried to show in this chapter, at least with respect to the assessment of problem solving competencies, some progress has been made in recent research activities, and will also be made in the future.
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