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1. Introduction

Solving real problems is a complex endeavor: Even the most intelligent persons can fail solving realistic and complex problems, if they don’t have important content knowledge or don’t know adequate search strategies as well as when to apply them in an adaptive way (cf. Dörner, 1996; Fischer, Greiff, & Funke, under review). This paper is about some of the most important components of Problem Solving Competency (PSC, cf. Fleischer, Wirth, & Leutner, 2014; Greiff & Fischer, 2013a; Wirth & Klieme, 2003) and their interrelations. Problem Solving Competency can be understood as the ability to figure out a solution method for reaching one’s goal if no such method is obvious (cf., Duncker, 1945; Wirth & Klieme, 2003), that is, to represent and solve problems in various domains (cf. Bassok & Novick, 2012; Schoppek & Putz-Osterloh, 2003). In international large-scale assessments two different kinds of problems have been proposed for assessing PSC (OECD, 2014):

1) One kind of problem requires a single choice of a solution based on the information given at the outset. A characteristic example for this kind of problem is the problem of finding the shortest path between a set of locations based on a map before actually starting to travel. Problems of this kind can be solved analytically, as all the information required for finding a solution is given at the outset of the problem. We will refer to this kind of problem solving as Analytic Problem Solving (APS).

2) The other kind of problem requires a series of multiple choices, where later choices can be influenced by the results of previous choices (also known as Dynamic Decision Making, e.g., Gonzalez, Lerch, & Lebiere, 2003). For instance, after starting a travel, the initial plan of which locations to see may be adapted dynamically to unforeseen changes in the situation (e.g., road works on certain paths). In this kind of problem, the problem solver can adapt his or her initial plans and knowledge at multiple points in time, because there is feedback after each interaction with the problem. We will refer to this kind of problem solving as Interactive Problem Solving (IPS).
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Both kinds of problems\(^1\) have been proposed to measure PSC, but up to now it has never been tested conclusively, if performance in both measures (APS and IPS) indicates distinct facets of PSC, or if they can be considered to address a common core of PSC (e.g., strategies for analyzing complex problem statements, or for systematically structuring prior knowledge and complex information in a goal-oriented way) sufficiently distinct from logical reasoning (Raven, 2000). In the Programme for International Student Assessment (PISA) 2012, both kinds of problems have been used to assess a single underlying PSC factor (OECD, 2014). The studies of Wirth and Klieme (2003) and Scherer and Tiemann (2014) presented first evidence for a multidimensional structure of PSC but they did neither control for reasoning nor analyze external validity of the facets reported.

In the current paper we will clarify the conceptual interrelations of reasoning and PSC and we will present empirical evidence based on two samples (577 high-school students and 339 university students) to demonstrate that APS and IPS address a common core of PSC that cannot be explained by reasoning, and that APS and IPS additionally address unique aspects each, which are important for explaining external criteria beyond reasoning. In the discussion we will focus on findings consistent between samples.

1.1. (Why) PSC is conceptually different from reasoning

It seems obvious that basic logical reasoning (e.g., forming inductive or deductive conclusions based on facts or premises, cf. Carpenter, Just, & Shell, 1990; Mayer, 2011), is closely related to problem solving (Mayer, 2011) and necessarily involved in each valid approach to assess PSC (cf. Greiff & Fischer, 2013a; Wüstenberg et al., 2012). However, in addition to this kind of reasoning PSC also implies a large amount of crystallized\(^2\) abilities (Postlethwaite, 2011), that is, “the knowledge and language of the dominant culture” (Horn & Masunaga, 2006, p. 590). More specifically, solving problems in a competent way involves “experimental interactions with the environment” (Raven, 2000, p. 54) and depends on a large base of procedural and declarative knowledge on how and when to perform different search strategies in order to adequately represent and solve problems (e.g., Dörner, 1996). The importance of crystallized knowledge, especially knowledge about strategies, for PSC has often been emphasized (e.g., Scherer & Tiemann, 2014; Schoppek & Putz-Ostleroh, 2003; Strohschneider & Guss, 1999; Tricot & Sweller, 2014) and is a central conceptual difference to basic logical reasoning.\(^3\)

If this claim is correct, each valid operationalization of PSC should prove to be incrementally valid, compared to tests of reasoning with regard to external criteria such as academic or occupational success. To our knowledge, it is an open question if common variance between current instances of Analytic and Interactive Problem Solving (e.g., Scherer & Tiemann, 2014) can be attributed to reasoning only.

The present study aims to clarify if both APS and IPS are valid approaches to assessing PSC, that is, if they address “more than reasoning” (Wüstenberg et al., 2012) with regard to explaining (1) each other or (2) school grades (as external criteria of PSC).

1 In the literature on complex problem solving (e.g., Funke, 2003; Scherer & Tiemann, 2014) and dynamic decision making (e.g., Edwards, 1962), sometimes APS and IPS have also been referred to as static vs. dynamic decision problems, or as simple vs. complex problems, respectively.
2 Traditional measures of “crystallized intelligence” are often tests of highly general declarative knowledge. They focus on breadth instead of depth of the individual’s knowledge base (i.e., they “measure only the elementary knowledge, the beginning [declarative] knowledge, in the various fields of human culture”, Horn & Masunaga, 2006, p. 597).
3 As a result of these crystallized aspects, PSC can be assumed to be less domain-general than reasoning as well as more prone to training (cf. Scherer & Tiemann, 2014).

1.2. Concept and empirical results concerning Analytic Problem Solving

For a long time, PSC has been assessed by APS tasks, that is, by confronting participants with multiple heterogenous problems each requiring a single solution to be generated analytically (e.g., Boggiano, Flink, Shields, Seelbach, & Barrett, 1993; Fleisich, Buchwald, Wirth, Rumann, & Leutner, under review; Fleischer, Wirth, Rumann, & Leutner, 2010; OECD, 2003). For instance, in PISA 2003 PSC was assessed by a set of multiple problems (OECD, 2003) that required (1) decision making under constraints, (2) evaluating and designing systems for a particular situation, or (3) trouble-shooting a malfunctioning device or system based on a set of symptoms (OECD, 2004, p. 61). All problems were designed to be realistic and refer to “cross-disciplinary situations where the solution path is not immediately obvious and where the literacy domains or curricular areas that might be applicable are not within a single domain of mathematics, science or reading” (OECD, 2003, p. 156; see also Leutner, Funke, Klieme, & Wirth, 2005a,b; Leutner, Wirth, Klieme, & Funke, 2005b).

Empirically, APS is highly correlated to performance in different domains like mathematics \((r = .89)\), reading \((r = .82)\) and science \((r = .80)\) on a latent level (OECD, 2004, p. 55). Due to its broad operationalization APS is also closely related to – but yet empirically distinct from – reasoning \((r = .72)\; \text{Leutner, Klieme, Meyer, & Wirth, 2004; } r = .67; \text{Leutner, Fleischer, & Wirth, 2006; } r = .60 \text{Scherer & Tiemann, 2014}\). In general, APS seems to be more strongly related to intelligence and school achievements than IPS is (cf., Leutner et al., 2005a,b; Leutner, Fleischer, Wirth, Greiff, & Funke, 2012; Wirth & Klieme, 2003). To our knowledge there is no study explicitly examining the incremental value of APS over and above measures of reasoning and IPS.

1.3. Concept and empirical results concerning Interactive Problem Solving

IPS tasks are a more recent and computer-based approach to assessing PSC that evolved from research on Complex Problem Solving and Dynamic Decision Making (cf. Fischer, Greiff, & Funke, 2012). The defining feature of IPS is that the problem solver can not only rely on the information given at the outset, but must adapt his or her hypotheses (about how the problem works) and plans (about how to reach one’s goals) while interacting with the problem (cf. Fischer et al., 2012; Klahr, 2000). Thus, the IPS approach focuses on effective strategies for searching the spaces of information and hypotheses as well as the resulting problem space (Greiff et al., 2013b). Fig. 1 illustrates an example of a typical interactive problem: This problem is an interactive computer-simulation based on a complex\(^4\) abstract linear equation model (cf. MicroDYN approach, Greiff, 2012; Greiff, Fischer, Stadler, & Wüstenberg, in press). It is about a handball-team, that can be trained by applying different amounts of three different trainings (labeled A, B, & C), with each training possibly influencing motivation, power of throw and exhaustion of the team. The problem has to be solved in two subsequent phases: In a first phase, the problem solver can vary the values of certain input variables (in this case representing the amounts of three trainings, shown on the left side of the screen in Fig. 1), and observe the values of certain output variables (on the right side of the screen in Fig. 1). In this phase, his or her goal is to find out about the causal structure of the simulation and to draw his or her hypotheses into a causal model at the bottom of the screen (problem representation, sometimes referred to as knowledge acquisition, see Fig. 1). In a subsequent phase the problem solver is instructed to reach a set of well-defined goals (see the values in brackets in Fig. 1) by

4 Of course one could also simulate even more complex problems containing aspects like negative feedback (e.g., predator–prey-systems, Cushing, 1977; or the sugar-factory-simulation, Berry & Broadbent, 1984), phase transitions, or deterministic chaos (e.g., Verhulst, 1839) within the framework proposed by Funkle (2001) but each of these aspects again is likely to address additional or different skills and strategies. Traditional MicroDYN tests seem to reliably address a small set of skills (cf. Greiff & Fischer, 2013a,b; Funke, 2010), that are central for solving a wide range of analytic and/or complex problems.
specifying a series of inputs (problem solution sometimes referred to as knowledge application, see Fig. 1).

Recent empirical studies shed light on the aspects of PSC that are assessed within this operationalization of the IPS approach: In the first phase, finding an adequate problem representation seems to primarily depend on applying the control-of-variables strategy, that is, varying one thing at a time \((r = .97\) on a latent level; Wüstenberg et al., 2012), and it seems to indicate a thoughtful application of adequate strategies in the dual-search of hypotheses and information (Greiff et al., 2013b). In the second phase of IPS, finding a solution primarily depends on the application of basal strategies for searching well-defined problem spaces, that is, functional equivalents of means–end analysis (Greiff et al., 2013b; Simon, 1975). The strategies for solution in IPS are highly similar to the ones involved in solving tests of reasoning. Consequently, most studies on the incremental validity of the IPS approach demonstrated incremental validity over and above different measures of reasoning only for the representation but not for solution in IPS (Greiff & Fischer, 2013a; Greiff et al., 2013b; Wüstenberg et al., 2012).

1.4. Hypotheses

In the current paper, we will test hypotheses regarding two main research questions: (1) do APS and IPS address a common core of Problem Solving Competency that cannot be explained by reasoning? And (2) do APS and IPS additionally address unique aspects of external criteria each?

With regard to the first research question we expect APS to be correlated to both facets of IPS due to a common impact of reasoning (Hypothesis 1a). Furthermore, when regressing APS on both facets of IPS as well as on reasoning, we expect a unique contribution of problem representation in IPS (Hypothesis 1b) due to the additional impact of PSC on both IPS and APS, but we expect no unique contribution of problem solution in IPS because the search for a solution is very closely related to reasoning (Hypothesis 1c).

With regard to the second research question, we will examine the external validity of the IPS and the APS approach: We expect both approaches to be predictive for school grades as external criteria of Problem Solving Competency (Hypothesis 2a). More specifically, when regressing school grades on APS and IPS as well as on reasoning we expect a unique contribution of problem representation in IPS (Hypothesis 2b) because the strategic knowledge indicated by the representation may be important for school grades even beyond APS due to interactive aspects (cf. Wüstenberg et al., 2012). Again, we expect no unique contribution of problem solution in IPS because of its close relation reasoning (Hypothesis 2c). Most of all we expect a unique contribution of APS (Hypothesis 2d), because APS is known to be more closely related to school grades in different domains (cf. Scherer & Tiemann, 2014).

2. Method

2.1. Participants

We assessed two samples: One sample consists of 577 German undergraduate high-school students (age: \(M = 14.94; SD = 1.29\); gender: 44.2% male, 46.8% female, 9% missing), mainly in the 9th grade (45.1%) but also from 8th grade (26.7%), 10th grade (14.6%) and 11th grade (7.4%) — with 6% missing an entry. Participants in the high-school student sample received 50 Euro for their class inventory. Two samples were chosen to ensure a sufficient amount of generality concerning
our findings (factorial invariance of IPS holds across grade levels 5 and 12, e.g., Greiff et al., 2013c; Scherer & Tiemann, 2014).

The second sample consisted of 393 German university students (age: M = 22.30, SD = 4.02; gender: 27.1% male, 67.6% female; 5.3% missing) from different fields of study. Most participants of this sample studied social sciences (57%), some participants studied natural sciences (28%) or had a different field of study (15%). Participants in this sample received either 25 Euro for participation or 4 h course credit.

The relations of APS, IPS, reasoning and GPA are original to this paper.6

2.2. Materials

2.2.1. Interactive Problem Solving (representation and solution)

The IPS approach to measuring Problem Solving Competency was operationalized by the MicroDYN test of Problem Solving Competency, based on a set of 10 tasks in each sample. According to the detailed description in Section 1.3 of this paper each task consisted of searching for representation and solution as two subsequent interactive subtasks (for a detailed description of MicroDYN refer to Wüstenberg et al., 2012; Greiff & Fischer, 2013a,b).

For each task, both the correctness of the causal diagram after phase 1 (representation) and the value of output-variables after phase 2 (solution) were scored dichotomously as either (1) correct or (0) incorrect (cf. Wüstenberg et al., 2012) to indicate strategic knowledge for finding adequate representations and solutions to minimal-complex interactive problems.

2.2.2. Analytic Problem Solving

The IPS approach to measuring Problem Solving Competency was based on a set of realistic static problems that were applied in PISA 2003. In the university student sample we applied 4 items (Transit System Q1, Holiday Q2, Course Design Q1 and Freezer Q2) whereas in the high-school student sample we applied 6 items (Cinema Outing Q1, Cinema Outing Q2, Irrigation System Q3, Holiday Q2, Transit System Q1, Children’s’ Camp Q1). A detailed description of items can be found in OECD (2004, pp. 59 ff.). The approach is elaborated in more detail in Section 1.2.

For some problems, answers were scored dichotomously as incorrect (0) or correct (1), for some problems answers were scored polytomously as completely incorrect (0), partially correct (1), or correct (2).

2.2.3. Reasoning (subtest of I-S-T 2000 R; KFT 4-12 + R)

In the university student sample, reasoning was assessed using the matrix subtest of the “Intelligence Structure Test-Revised” (I-S-T 2000 R; Liepmann, 2007). This test consisted of 20 2 × 2-matrices, each containing a figural stimulus in each but one cell. In each matrix, one stimulus was missing, and participants had to choose the missing figural stimulus out of five alternatives. Answers were scored as right or wrong. Missing values were considered wrong answers.

In the high-school student sample reasoning was assessed by the subscale “figural reasoning” of the KFT 4-12 + R (Heller & Perleth, 2003). This test consists of 23 items requiring to identify the relation of a pair of two figures and to choose one out of five alternatives in order to complete a second pair of figures with the same relation. Answers were scored as right or wrong. Missing values were considered wrong answers.

6 Other data of the university student sample was published in Greiff et al., (2013b), who studied complex problem solving as a latent construct, with the MicroDYN test being one of multiple indicators of complex problem solving. Part of the MicroDYN- and reasoning-data of a subsample of the high-school student data was published in Frischkorn, Greiff and Wüstenberg (2014) who studied the development of complex problem solving.

2.2.4. School grades

Subjects were asked to report their final Grade Point Average (GPA; university student sample) or their last grades in each course (high-school student sample). In the high-school student sample we used a latent factor model to estimate the current GPA. As grades in the German school system range from 1 (very good) to 6 (insufficient), we reversed GPA, so that higher numerical values indicate better performance.

2.3. Procedure

The university students were tested in two sessions (each lasting about 120 min). In the first session participants worked on the IPS test (about 60 min) and the APS test (about 15 min). In the second session they worked on a set of tests including the reasoning task (about 10 min).

The high-school students were tested in two sessions (45 min each). In the first session participants worked on the IPS test and in the second session on the APS test (about 35 min) and the reasoning tasks (about 10 min).

3. Results

All latent analyses were obtained by using MPlus 5.21 (Muthén & Muthén, 2008), commonalities analysis was run in Gnu R by using the yhat package (Ryab-Mukherjee et al., 2014). WLSMV-estimators were chosen for the structural equation models with ordinal items (cf. Muthén & Muthén, 2007).

3.1. Measurement models

This section specifies measurement models for each latent construct. With regard to fit indices Hu and Bentler (1999) recommend to use models with Comparative Fit Index (CFI) and a Tucker Lewis Index (TLI) value above .95 and a Root Mean Square Error of Approximation (RMSEA) below .06.

IPS was modeled as a construct with the two correlated factors representation and solution, which fitted the data well (CFI ≥ .955, TLI ≥ .970; RMSEA ≤ .053). APS was modeled as a one-dimensional construct (CFI ≥ .949; TLI ≥ .923; RMSEA ≤ .054) in accordance with the modeling procedure in PISA 2003 (OECD, 2005). Cronbach’s Alpha for APS was comparatively low (see Tables 1 and 2) which is consistent with PISA 2003 (OECD, 2005; Fleischer et al., 2014) and with prior studies on APS (Fleischer et al., 2014). Reasoning was also modeled as a one-dimensional construct (CFI ≥ .96; TLI ≥ .988; RMSEA ≤ .046) according to the test manual. In the university student sample each item of the reasoning test was assigned to one of four parcels as described by Greiff et al. (2013b) (CFI = 1.00; TLI = 1.00; RMSEA < .001). In the high-school student sample Grade Point Average was modeled – with slightly suboptimal fit – as a one-dimensional construct indicated by current grades in German, English, Math, Physics, Chemistry, and Biology (CFI = .946; TLI = .953; RMSEA = .166).

Table 1

<table>
<thead>
<tr>
<th>Representation</th>
<th>Solution</th>
<th>APS</th>
<th>Reasoning</th>
<th>GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>α = .807</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solution</td>
<td>.777</td>
<td>.766</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APS</td>
<td>.747</td>
<td>.729</td>
<td>.543</td>
<td></td>
</tr>
<tr>
<td>Reasoning</td>
<td>.520</td>
<td>.469</td>
<td>.562</td>
<td>.914</td>
</tr>
<tr>
<td>GPA</td>
<td>.341</td>
<td>.286</td>
<td>.379</td>
<td>.264</td>
</tr>
</tbody>
</table>

Note: α: Cronbach’s Alpha; n = 577. *** p < .001.
Table 2
Latent correlations of both aspects of IPS (representation and solution), APS, reasoning and grade point average (GPA) in university student sample.

<table>
<thead>
<tr>
<th>Variables</th>
<th>ΔR²</th>
<th>%Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representation</td>
<td>0.051</td>
<td>7.93</td>
</tr>
<tr>
<td>Solution</td>
<td>0.045</td>
<td>7.04</td>
</tr>
<tr>
<td>APS</td>
<td>0.031</td>
<td>4.80</td>
</tr>
<tr>
<td>Reasoning</td>
<td>0.195</td>
<td>15.99</td>
</tr>
<tr>
<td>GPA</td>
<td>0.010</td>
<td>0.80</td>
</tr>
<tr>
<td>Common to solution, and reasoning</td>
<td>0.015</td>
<td>2.23</td>
</tr>
<tr>
<td>Unique to representation, and solution</td>
<td>0.103</td>
<td>15.99</td>
</tr>
<tr>
<td>Total</td>
<td>0.676</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 3
Unique and common communality coefficients ΔR² and the corresponding percent of explained variance (%total) for each predictor in the regression of APS on representation, solution, and reasoning based on the high-school student sample.

3.2. Structural models

In order to address our first research question (Section 3.2.1) we ran latent regressions of APS on representation, solution, and reasoning for the high-school student sample (R² = 0.643; CFI = 0.966; TLI = 0.973; RMSEA = 0.035) and for the university student sample (R² = 0.672; CFI = 0.963; TLI = 0.975; RMSEA = 0.038). In order to address our second research question (see Section 3.2.2) we ran latent regressions of GPA on representation, solution, and reasoning for the high-school student sample (R² = 0.643; CFI = 0.966; TLI = 0.973; RMSEA = 0.035) and the university student sample (R² = 0.10; CFI = 0.593; TLI = 0.975; RMSEA = 0.037). Explained variance was highly significant in all models (p < 0.01) and variance-inflation was not indicated (variance-inflation factors below 5 for all predictors, cf. O'Brien, 2007).

Latent correlations between all constructs assessed (see Tables 1 and 2) proved to be positive and substantial for all measures.

Additionally we ran commonality analyses (Nimon, Lewis, Kane, & Haynes, 2008; Rya-Mukherjee et al., 2014) for each of these regression models in order to decompose the explained variance of the criterion into unique and shared contributions for each predictor (Rya-Mukherjee et al., 2014).

3.2.1. Research question 1: does APS share variance with the facets of IPS over and above reasoning?

Our first research question was whether the IPS facets representation, solution, and reasoning (see Fig. 2 for the high-school sample) indicated significant unique contributions of representation (R = 0.372–0.438; p < 0.05) and reasoning (R = 0.209; p < 0.01) in both samples. The unique contribution of solution was significant in the high-school student sample (R = 0.341; p < 0.01) but not in the university student sample (R = 0.334; p = 0.10).

The corresponding commonality analyses (see Tables 3 and 4) revealed that a large amount of the explained variance in APS could be attributed to variance that is common to representation and solution (and not common to reasoning) in both samples (R² = 0.23–0.43). Additionally, a substantial amount of explained variance in APS could be attributed to variance common to representation, solution, and reasoning in both samples (R² = 0.10–0.24).

In summary, we found substantial commonalities between IPS, APS, and reasoning (supporting Hypothesis 1a) as well as a unique contribution of IPS representation to explaining APS, beyond IPS solution and reasoning (supporting Hypothesis 1b). We did not find consistent evidence for a unique contribution of IPS solution (partially supporting Hypothesis 1c).

3.2.2. Research question 2: can GPA be explained by unique aspects of APS or the facets of IPS over and above reasoning?

Our second research question was whether there were unique contributions of APS and the facets of IPS over and above reasoning to predicting school grades as an external criterion of Problem Solving Competency. The regression of GPA on representation, solution, and reasoning (see Fig. 3 for the high-school sample) indicated a significant unique contribution of APS (R = 0.336–0.644; p < 0.05) and no significant unique contribution of reasoning (R = –0.067–0.600; p = 0.392–0.352) in both samples. The unique contributions of representation and solution were significant in the high-school student sample (R = 0.241 to 0.234; p < 0.05) but not in the university student sample (R = –0.159 to –0.133; p = 0.43 to 0.51).

The corresponding communality analyses (see Tables 5 and 6) underlined the importance of APS as they revealed a substantial amount of the explained variance in GPA (R² total = 0.17–0.19) could be attributed to variance that is unique to APS in both samples (R² APS = 0.04–0.14). Please note, negative coefficients in Table 5 are not problematic for the analysis: Given the positive correlations among all predictors they indicate statistical suppression effects related to solution in the high-school sample (Rya-Mukherjee et al., 2014).

In summary, we found substantial correlations between GPA and both IPS and APS (supporting Hypothesis 2a) as well as a unique contribution of APS to explaining GPA, beyond IPS and reasoning (supporting Hypothesis 2d). In this regard, we did not find consistent evidence for a unique contribution of IPS representation or IPS solution (partially supporting Hypotheses 2b and 2c).

Table 4
Unique and common communality coefficients ΔR² and the corresponding percent of explained variance (%total) for each predictor in the regressions of APS on representation, solution, and reasoning based on the university student sample.

Fig. 2. Unique contributions of IPS representation, IPS solution and reasoning in predicting APS (model b) in the high-school student sample. For correlations between predictors see Table 2. **: p < 0.01.
4. Discussion

In the current paper we have outlined and contrasted two different approaches to assessing aspects of Problem Solving Competency: One approach is based on static problems that have to be solved analytically (i.e., APS), whereas the other approach is about dynamic decisions in problem situations which have to be represented and solved interactively (i.e., IPS).

4.1. Research question 1: does APS share variance with the facets of IPS over and above reasoning?

Our first question was whether performance in APS shares variance with the crystallized strategic knowledge assessed by IPS. Indeed, we found APS highly correlated to both facets of IPS, and commonality analysis revealed that – besides a medium to large amount of variance that APS shares with IPS and reasoning (supporting Hypothesis 1a) – a large amount of variance in APS can be explained by the facets of IPS (over and above reasoning). Especially representation in IPS consistently had a significant unique contribution to explaining APS (supporting Hypothesis 1b), which demonstrates the relevance of crystallized strategic knowledge on generating and testing hypotheses (Greiff & Fischer, 2013a, b).

The unique contribution of solution in IPS was significant in the high-school student sample but not in the university-student sample (partially supporting Hypothesis 1c). In this regard we didn’t expect to find a unique contribution because of the close conceptual relation between solution and reasoning. However according to the theoretical framework of Fischer et al. (2012), in many cases of IPS it may be more effective to rely on implicit knowledge about inputs that work (instance-based knowledge) than to actually reason about structural knowledge (i.e., reasoning and representation). This kind of knowledge is not addressed in the causal model that indicates representation in IPS (Greiff & Fischer, 2013b). Future studies should elaborate on these incremental aspects of solution in IPS (cf. Fischer et al., 2012) in more detail in order to clarify what they depend upon.

4.2. Research question 2: can GPA be explained by unique aspects of APS or the facets of IPS over and above reasoning?

Our second research question was whether IPS and APS can explain school grades and if they have unique contributions compared to each other. Indeed, we found substantial correlations between Grade Point Average and both IPS and the facets of IPS (supporting Hypothesis 2a). More importantly, APS had a unique contribution to explaining school grades beyond reasoning and both aspects of IPS in both samples (supporting Hypothesis 2d). This was expected because APS was known to be highly predictive for school achievements in different domains (OECD, 2004; Scherer & Tiemann, 2014), but it has never been proven empirically up to now.

With regard to representation and solution in IPS we expected a unique contribution whereas for solution in IPS we did not expect a unique contribution because of its close conceptual relation to deductive reasoning (however, there are theoretical differences, see above). Again, future research is needed to determine the conditions for an incremental value of IPS with regard to the regression of GPA.

4.3. Shortcomings

First, comparisons between samples have to be drawn with caution, as the tests we used differed between samples. Of course they were highly similar in nature and can be assumed to address the same constructs. Nevertheless, we see a potential shortcoming here. Second, the operationalization of school grades may have had different meanings for high-school students (current grades) compared to university students (final Grade Point Average). Future studies should additionally

---

Table 5

<table>
<thead>
<tr>
<th>Variables</th>
<th>ΔR²</th>
<th>%total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique to representation</td>
<td>0.019</td>
<td>10.73</td>
</tr>
<tr>
<td>Unique to solution</td>
<td>0.019</td>
<td>11.02</td>
</tr>
<tr>
<td>Unique to APS</td>
<td>0.040</td>
<td>23.34</td>
</tr>
<tr>
<td>Unique to reasoning</td>
<td>0.002</td>
<td>1.36</td>
</tr>
<tr>
<td>Common to representation, and solution</td>
<td>−0.013</td>
<td>−7.27</td>
</tr>
<tr>
<td>Common to representation, and APS</td>
<td>0.031</td>
<td>17.74</td>
</tr>
<tr>
<td>Common to solution, and APS</td>
<td>−0.013</td>
<td>−7.79</td>
</tr>
<tr>
<td>Common to representation, and reasoning</td>
<td>0.003</td>
<td>1.46</td>
</tr>
<tr>
<td>Common to solution, and reasoning</td>
<td>−0.000</td>
<td>−0.10</td>
</tr>
<tr>
<td>Common to APS, and reasoning</td>
<td>0.010</td>
<td>5.62</td>
</tr>
<tr>
<td>Common to representation, solution, and APS</td>
<td>0.020</td>
<td>11.80</td>
</tr>
<tr>
<td>Common to representation, solution, and APS</td>
<td>−0.001</td>
<td>−0.51</td>
</tr>
<tr>
<td>Common to representation, APS, and reasoning</td>
<td>0.017</td>
<td>10.12</td>
</tr>
<tr>
<td>Common to solution, APS, and reasoning</td>
<td>−0.002</td>
<td>−0.91</td>
</tr>
<tr>
<td>Common to representation, solution, APS, and reasoning</td>
<td>0.040</td>
<td>23.39</td>
</tr>
<tr>
<td>Total</td>
<td>0.172</td>
<td>100.00</td>
</tr>
</tbody>
</table>

---

Table 6

<table>
<thead>
<tr>
<th>Variables</th>
<th>ΔR²</th>
<th>%total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique to representation</td>
<td>0.006</td>
<td>3.33</td>
</tr>
<tr>
<td>Unique to solution</td>
<td>0.005</td>
<td>2.40</td>
</tr>
<tr>
<td>Unique to APS</td>
<td>0.135</td>
<td>72.59</td>
</tr>
<tr>
<td>Unique to reasoning</td>
<td>0.004</td>
<td>1.95</td>
</tr>
<tr>
<td>Common to representation, and solution</td>
<td>0.018</td>
<td>9.63</td>
</tr>
<tr>
<td>Common to representation, and APS</td>
<td>−0.002</td>
<td>−0.90</td>
</tr>
<tr>
<td>Common to solution, and APS</td>
<td>−0.003</td>
<td>−1.44</td>
</tr>
<tr>
<td>Common to representation, and reasoning</td>
<td>−0.001</td>
<td>−0.69</td>
</tr>
<tr>
<td>Common to solution, and reasoning</td>
<td>0.001</td>
<td>0.29</td>
</tr>
<tr>
<td>Common to APS, and reasoning</td>
<td>0.001</td>
<td>0.42</td>
</tr>
<tr>
<td>Common to representation, solution, and APS</td>
<td>0.013</td>
<td>6.93</td>
</tr>
<tr>
<td>Common to representation, solution, and APS</td>
<td>−0.001</td>
<td>−0.63</td>
</tr>
<tr>
<td>Common to representation, APS, and reasoning</td>
<td>0.001</td>
<td>0.53</td>
</tr>
<tr>
<td>Common to solution, APS, and reasoning</td>
<td>0.001</td>
<td>0.37</td>
</tr>
<tr>
<td>Common to representation, solution, APS, and reasoning</td>
<td>0.010</td>
<td>5.23</td>
</tr>
<tr>
<td>Total</td>
<td>0.186</td>
<td>100.00</td>
</tr>
</tbody>
</table>

---

*6 This was done because of the different levels of competence between the two samples.
investigate concurrent measures of success for university students, to replicate our findings and to further validate measures of IPS and APS (especially as skills and competence may change over time, see Molnár, Greiff, & Csapó, 2013). On the other hand, both shortcomings also highlight the robustness of our findings: Even in spite of these differences, most of our findings were consistent between samples highlighting the generalizability of our conclusions.

Please note, up to now the incremental value of assessing IPS strategies compared to reasoning has been demonstrated using a variety of reasoning tests and school grades (Greiff & Fischer, 2013a; Greiff et al., 2013b; Wüstenberg et al., 2012) and the results seem to be independent of different operationalizations as they can be attributed to a latent underlying construct (Greiff et al., 2013b). One may argue, that representation and solution in IPS do not cover the whole range of interactive strategies, but – even if we totally agree with this point – the high proportion of variance in APS explained by representation and solution beyond reasoning ($R^2 = .33$ to .52) indicates the centrality of the strategies assessed for cross-curricular Problem Solving Competency (which is basically the understanding of problem solving in PISA 2003 and PISA 2012).

### 4.4. Summary and outlook

Our findings clearly indicate close relations between Interactive and APS (beyond reasoning), as well as the incremental value of APS for predicting school grades (beyond IPS and reasoning) in both samples. For the first time, these findings show that APS – just like IPS – requires more than reasoning and thus is a promising measure of Problem Solving Competency for both High-School students and University Students. We did not find consistent evidence for a unique contribution of IPS (beyond IPS and reasoning). More specifically, we found an incremental value of representation in IPS in the high-school sample, but not in the university student sample. This finding empirically supports the idea of complementing measures of APS with measures of IPS in school-related assessments, as it was done in PISA 2012 for instance.

In both samples, we found IPS to be closely related to APS beyond reasoning. Thus, both APS and IPS seem to address a common core of Problem Solving Competency (beyond reasoning) and APS seems to be more closely related to school grades than IPS. Our findings indicate that the analytic aspects of Problem Solving Competency assessed by IPS tasks (Scherer & Tiemann, 2014) may account for the incremental value of IPS beyond reasoning reported in previous studies on university student samples (e.g., Wüstenberg et al., 2012).

Implications for educational practice are manifold: In assessment contexts APS may be used to complement traditional assessment instruments (especially when GPA is an intended criterion) and in training contexts PSC maybe fostered by training and teaching strategic knowledge concerning how to acquire and how to apply knowledge or how to analyze evidence in IPS and APS (Scherer & Tiemann, 2014) – and much more easily so than reasoning. Realistic complex problems – from managing a Tailorshop (e.g., Danner et al., 2011) to solving in-basket tasks (e.g., Fischer & Funke, 2013) – shed light on the complexity of Problem Solving Competency itself (cf. Fischer et al., 2012). The tasks presented in the current study may be a first step to assessing certain aspects of PSC reliably, but the full potential of computer-based assessment still awaits to be fully exploited.
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