Interpreting ambiguous stimuli: Separating perceptual and judgmental biases
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Abstract

Interpreting ambiguous situations is not a purely data-driven process but can be biased towards positive interpretations by top-down influences. The present study tries to identify the underlying processes of these top-down influences. There are two separable types of processes that can be influenced by motivational biases: A perceptual bias affects information uptake whereas a judgmental bias affects acceptance criteria for positive and negative outcomes. In the present study, motivated influences on perception and judgment were investigated with a simple color discrimination task in which ambiguous stimuli had to be classified according to their dominating color. One of two colors indicated a financial gain or a loss, whereas a third color was neutral. To separate perceptual and judgmental biases, Ratcliff’s [Ratcliff, R. (1978). A theory of memory retrieval. Psychological Review, 85, 59–108] diffusion model was employed. Results revealed motivational influences on perception and judgment.
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The perception of a situation depends on a complex interplay of bottom-up and top-down processes. In many cases, the evidence is equivocal and top-down processes might automatically “fill the gap”, thereby crucially affecting the appraisal of a situation. Optimistic biases in the interpretation of ambiguous situations have been documented in different studies and have been labeled, for example, as wishful thinking, motivated reasoning, need for specific closure, optimistic bias, or perceptual defense (e.g., Balaceit & Dunning, 2006; Brown, 1986; Ditto & Lopez, 1992; Erdelyi, 1974; Klein & Kunda, 1992; Kunda & Sanitioso, 1989; McGinnies, 1949; Weinstein, 1980). Although the evidence regarding motive-driven influences on judgment and decision making is overwhelming, it is much less clear how such top-down influences operate.

Motivational biases may affect different stages of information processing: On the one hand, motives can bias perceptual processes related to detecting and processing positive and negative information. However, top-down influences may also bias judgmental processes that are involved in interpreting ambiguous situations. Judgmental biases can operate by an asymmetric setting of thresholds regarding the amount of information that is required to accept a positive or negative conclusion and to terminate information uptake.

From a theoretical point of view it is important to separate top-down influences operating at a perceptual stage from biases that influence judgment and decision making. For example, some theorists have argued that perceptual processes are impenetrable to top-down influences (Pylyshyn, 1999) which would restrict motivational biases to the level of judgment and decision making. Empirically separating perceptual from judgmental biases, however, is a difficult task: Typically, motivated perception manifests itself only in the form of a motivated interpretation of a
given situation. Some earlier studies have found support for self-serving tendencies at the decision stage (e.g., Ditto & Lopez, 1992). While providing positive evidence for self-serving influences on judgment and decision making, these findings do not rule out the possibility that effects of motivated reasoning can also reflect—at least partially—a biased information processing.

In the analysis of top-down influences on perceptual processes, it has always been a key issue to separate perceptual components from response tendencies. For example, a lot of research was concerned with the so-called “perceptual defense hypothesis”, that is, with the assumption of increased perceptual thresholds for threatening information (see Erdelyi, 1974, for a review). However, this line of research was severely criticized—and finally abandoned—because of some theoretical and methodological flaws. Perhaps the most important criticism referred to the failure to show convincingly that results were driven by (automatic) perceptual processes and did not reflect (strategic) response biases (Erdelyi, 1974). This problem is most obvious for studies using embarrassing materials (e.g., the word “penis”) as stimuli (e.g., McGinnes & Adornetto, 1952). Obviously, it makes a big difference for the interpretation of the findings whether participants do not recognize this word or whether they hesitate to utter the word in a scientific lab context.

Although the problem is an old one, research on motivational top-down influences on perception and judgment still struggles to solve this issue in a convincing manner. Consider, for example, the study by Baletis and Dunning (2006). The authors framed their experiment as a marketing research study, in which either a highly attractive drink or a disgusting drink had to be consumed for later assessment, depending on whether a number or a letter was generated by a random symbol generator. Then, a computer crash was simulated, and participants were asked whether they had seen the result of the random generator before the crash. Directly before the crash, an ambivalent object was presented shortly (e.g., a stimulus that could be seen as the letter “B” or as the number “13”). Stimulus interpretations indicating the appealing drink were reported more often than interpretations indicating the disgusting drink. This result is indicative of motivational top-down influences on perception, if—and only if—participants really did see the “positive” object (i.e., if they were telling truthfully what they had seen).

Even if participants were honest, however, the source of this motivational bias would still be unclear. As demonstrated, for example, by Ditto and Lopez (1992), more information is gathered in case of an undesired event (an effect that has been labeled motivated skepticism). In their study, participants were told that a saliva test probed for a (fictitious) medical problem. In case of a negative result, participants tended to stare extensively at the test strap, or they repeated the test several times. This suggests that participants adopted asymmetric decision criteria: If a situation seems to be positive at the first glance, the information uptake is finished quickly (i.e., a liberal response criterion is adopted), whereas the situation is analyzed much more carefully if the stimulus information indicates an undesired event (conservative response criterion). One cannot be sure, however, whether such an effect is based exclusively on different response criteria: Increased latencies in case of negative classifications could also be due to an inhibition of negative information in early perceptual processes. Therefore, the same observed bias in behavioral responses can be based on perceptual biases, asymmetric decision criteria, or both.

The aim of the present study is to separate perceptual and judgmental influences within a single paradigm. Specifically, the dominating color of ambiguous bi-colored stimuli had to be determined in a simple color classification task. In two different blocks of the experiment, one color signaled small financial gains or losses, respectively, while no such consequences were linked to the alternative color. Thus, a motive was induced to perceive stimuli as being dominated by the positive color, or as not being dominated by the negative color. To empirically separate perceptual from judgmental biases, a diffusion model analysis (Ratcliff, 1978) was used. This technique allows an identification of different underlying cognitive processes that contribute to the interpretation of ambivalent stimuli (Voss, Rothermund, & Voss, 2004). Specifically, by simultaneously using speed and error information, it is possible to separate the rate of information uptake (drift rate, v) from an asymmetric setting of decision thresholds (relation of starting value to threshold, z/a) in a diffusion model analysis.

**Diffusion model analysis**

Diffusion models provide a unique stochastic approach for separating the underlying processes in speeded binary decision tasks. The method is a variant of continuous sampling models; it is assumed that stimulus information is continuously accumulated until it allows a decision with satisfying certitude (Ratcliff & Rouder, 1998). Technically, information processing is represented by an internal counter that starts with the starting value z (see Fig. 1 for a graphical representation of the diffusion process and of the different parameters of the model). The value of the counter changes continuously over time: Information supporting one decision (decision “A”) increases the value of the counter, while information supporting the opposite decision (decision “B”) decreases its value. The decision process is terminated as soon as the counter exists form the critical interval either at the upper threshold (a) or at the lower threshold (0), and the corresponding response is then executed.

The relation of the starting value to the upper threshold (z/a) is an indicator of biases at the judgmental level. Imagine that “A” indicates a positive outcome, whereas “B” indicates a neutral or negative outcome. If z is larger than a/2, this means that the starting value is closer to the
threshold for the positive decision “A” than it is to the threshold for the negative decision “B”. If \( z \) is shifted towards the threshold for the positive outcome, this is indicative of a judgmental positivity bias because less supporting information is needed to reach the positive conclusion “A.” Importantly, biases in the starting value are unrelated to perceptual processes (i.e., biases in information uptake).

The dynamics of the counter over time are described by a diffusion process which involves a systematic component and a random component. The systematic component (the drift rate \( v \)) is constant over time. It is a measure of the ratio of information uptake for outcome “A” relative to outcome “B” (positive values on \( v \) indicate that on average more information is gathered for decision “A” than for decision “B”, whereas negative values on \( v \) indicate that information for “B” is more easily processed). To this linear process, Gaussian noise is added.\(^1\) The random noise results in different process tracks in different decision situations, even if the drift is the same.

The drift rate can be used to tap purely perceptual biases relating to the rate of information uptake for positive vs. negative information. For example, when the evidence for the two alternatives is equally distributed in a situation (i.e., 50% positive and 50% negative information), a positive drift rate would indicate that the positive information is detected and processed more efficiently than the negative one. Similarly, motivational biases in perceptual processing can be investigated if the drift rates are averaged across situations that are equal with regard to the amount of positive and negative evidence (e.g., 60% positive and 60% negative information). If the drift rate is stronger in the former case (60% positive information) than in the latter case (60% negative information), this would yield an overall drift rate that is positive, indicating a positivity bias in perceptual processing. Again, drift rate effects indicate perceptual biases and are unrelated to judgmental processes.

The diffusion model only centers on the process that leads to the decision. Other processes (like response execution) are absorbed in a response-time constant (\( t_0 \)) that is added to the exit time of the diffusion process.\(^2\)

For a given set of parameters the diffusion model allows to predict the response time distributions both for correct responses and for errors. Diffusion model analyses involve a multidimensional search of parameter values, so that the fit between predicted and empiric response-time distributions is optimal. Different fit indices have been proposed for this purpose. We prefer the Kolmogorov–Smirnov statistic (Voss & Voss, in press; Voss et al., 2004) which has the advantage of being relatively robust against outliers and uses the exact shape of the distributions. For the diffusion-model analyses described below the free program \textit{fastdm} (Voss & Voss, 2007) was used.

**Overview**

In the present study, simple bi-colored stimuli had to be classified according to their dominating color, that is, according to the color of the majority of the pixels of a

---

\(^1\) The amount of noise in the process is defined by the diffusion constant, which acts as a scaling parameter in diffusion model analyses (Voss et al., 2004). For all analyses, we used a diffusion constant of 1.

\(^2\) Ratcliff’s complete diffusion model (Ratcliff & Tuerlinckx, 2002) allows for inter-trial variability of some parameters. For example, it is possible to describe that the actual drift rate may vary from trial to trial (e.g., depending on specific stimulus details or on the alertness of the participant). Therefore, the actual drift rate is assumed to be normally distributed around \( v \) with the standard deviation \( \eta \). Starting point and response-time constant are assumed to be uniformly distributed in the interval from \( z - 0.5 s_z \) to \( z + 0.5 s_z \) and \( t_0 - 0.5 s_{t_0} \) to \( t_0 + 0.5 s_{t_0} \).

---

Fig. 1. The diffusion model. The diffusion process starts in each trial of an experiment from the interval \( s_z \) around \( z \) and is driven by a constant drift with mean \( v \) and standard deviation \( \eta \). Outside the thresholds, the distribution of predicted exit times are sketched. In gray color, a sample path for one specific process is depicted.
stimulus (see Fig. 2). In two separate blocks of the task, one of two colors signaled a financial gain or loss, respectively, whereas the other color was not associated to any consequences. Most important, the consequences of the color-stimuli (gain vs. loss) were not contingent on the classification decisions that were given by participants. Instead, a strong accuracy motive was induced by introducing a reward for correct color classifications and a penalty for wrong color classifications. If this motivational manipulation leads to a perceptual advantage of positive stimulus information (and to a disadvantage of negative information) in comparison with neutral information, such a bias should manifest itself on the drift parameter ($v$) in the diffusion model analysis: In this case, the drift rate should be biased in favor of the desired information (or against the undesired information). A decisional bias, on the other hand, should manifest itself in the relative position of the starting point ($z/a$): If $z$ is located closer to the positive threshold or farther away from the negative threshold, so that less information is necessary for classifying a given stimulus as positive and more information is necessary for classifying a stimulus as negative, this would indicate a judgmental positivity bias.

**Method**

**Participants**

Twenty-four undergraduate students (18 female; age $M = 24.6$; $SD = 7.0$) participated for a performance related financial reward (see Procedure for details).

**Design**

Essentially, the design consisted of the within subjects factors Block (gain vs. loss) and Stimulus (56%, 53%, 50%, 47%, or 44% pixels of the valent color). Additionally, the assignment of colors (blue, green, orange) to valence (gain, loss, neutral), the order of blocks (gain first vs. loss first), and the assignment of colors to response keys (valent color left vs. valent color right) was counterbalanced across participants.

**Materials**

Squares of $200 \times 150$ screen pixels ($105 \text{ mm} \times 105 \text{ mm}$) were used as stimuli. Pixels of two colors (valent vs. neutral color) were randomly dispersed in various proportions (see Design section).

**Monetary payoffs**

Monetary gains and losses were used for two purposes. First, colors were assigned to positive and negative valence, and, secondly, accuracy motivation was induced by a performance related payoff. Opposite payoff rules applied in gain and loss blocks: In gain blocks, participants received 5 EuroCents for each gain stimulus, that is, for each stimulus that was dominated by the positive color (half of the stimuli with equal amounts of positive and neutral color were randomly selected as gain stimuli). At the same time, 5 EuroCent were subtracted from the actual account for each erroneous classification. In loss blocks, 5 EuroCents were removed for each loss stimulus (again, half of the stimuli with balanced colors were considered as loss stimuli), and each correct classification was rewarded with 5 EuroCent.

**Procedure**

Each of the two blocks consisted of 12 practice trials and 180 experimental trials. Half of these were valent trials (gain or loss), with 56%, 53%, or 50%, respectively, valent pixels in the stimulus (30 times each). Likewise, the 90 neutral trials consisted of 30 trials with 50%, 47%, or 44% valent color in the stimulus. There was no difference in the appearance of valent and neutral “50%-stimuli”, and participants were not aware that such balanced stimuli were used in the experiment. Trials were presented in random sequence.

Trials started with the presentation of a gray square, which was replaced by the stimulus 500 ms later. Now, the dominating color had to be indicated by pressing one of two response keys. For this task, there was a response deadline of 3 s, and the remaining time was visualized by a decreasing vertical time bar below the stimulus. Failures to respond in time were treated like errors. Immediately after the response, feedback was given: The name of the dominating color and, depending on the response, the word “correct” or “wrong”, respectively, were presented on the screen. Independent of the participant’s response, gains and losses were additionally emphasized by an acoustic signal (see Rothermund, 2003): Each gain stimulus was followed by a sound with increasing pitch (440–840 Hz, 200 ms), whereas losses were followed by a signal with decreasing pitch (440–240 Hz, 200 ms). The current state
of the financial account was always presented at the bottom of the screen.

**Results**

*Response times and response probabilities*

For the analysis of response times, responses faster than 100 ms (0.3%) or slower than 3 s (0.1%) were excluded. Table 1 shows the mean response times as a function of Stimulus Type and Block. A 5 (Stimulus Type) × 2 (Block Type) repeated measurements ANOVA, revealed a main effect of Stimulus Type, \( F(4, 20) = 25.88, p < .001 \), partial \( \eta^2 = 0.84 \), indicating slower responses in trials with ambiguous stimuli. This effect was qualified by a Stimulus Type by Block Type interaction, \( F(4, 20) = 8.85, p < .001 \), partial \( \eta^2 = 0.64 \). Responses were generally faster for positive and not-negative stimuli, that is, for stimuli dominated by the valent color in the gain block or by the neutral color in the loss block. The same analysis was conducted with the percentage of color classifications indicating a dominance of the valent color as dependent variable (Table 1). Next to the trivial effect of Stimulus Type, \( F(4, 20) = 4923.10, p < .001 \), partial \( \eta^2 = 1.00 \), there was a main effect of Block Type, \( F(1, 23) = 37.33, p < .001 \), partial \( \eta^2 = 0.62 \), indicating more “valent” classifications in the gain block. Main effects were again qualified by a Stimulus Type by Block Type interaction, \( F(4, 20) = 9.47, p < .001 \), partial \( \eta^2 = 0.65 \), indicating a stronger asymmetry of valent classifications between gain and loss blocks for highly ambiguous stimuli.

**Diffusion model analysis**

The above analyses demonstrate an optimistic bias in participants’ responses. To analyze whether this bias is based on perceptual processes, judgmental processes, or both, responses were entered in a diffusion model data analysis which was conducted with fast-dm (Voss & Voss, 2007). For each participant and each block, the model’s parameters were estimated. The upper threshold always corresponded to the response “neutral color.” For different types of stimuli, different drift rates were allowed. All other parameters were held constant across Stimulus Types. In this model, a bias could be mapped on the relative position of the starting point \((z/a)\), indicating a judgmental bias, or on the drift rate \((v)\), indicating a perceptual bias. Table 2 shows the mean estimates of the parameters and of the fit of the individual models.

**Drift rates**

The estimated drift rates were entered in a 2 (Block Type) by 5 (Stimulus Type) ANOVA. There were significant main effects of Stimulus Type, \( F(4, 20) = 135.92, p < .001 \), partial \( \eta^2 = 0.97 \), indicating larger (i.e., more positive) drift rates for the stimuli that were dominated by the valent color, and of Block Type, \( F(4, 20) = 11.31, p < .01 \), partial \( \eta^2 = 0.33 \), indicating higher (i.e., more positive) drift rates in the gain block compared to the loss block. The latter finding indicates that on average (i.e., across stimulus situations with comparable information asymmetries for positive and negative information), positive information is detected and processed more efficiently than negative information. These effects were not further qualified by an interaction with Stimulus Type, \( F(1, 23) = 1.53, n.s. \), partial \( \eta^2 = 0.23 \), indicating that the perceptual positivity bias was independent of stimulus ambiguity.

**Relative starting point**

Relative starting points were calculated as \( z \) divided by \( a \) \((z/a = 0.5\) indicates that the starting point is located at the midpoint between thresholds). In the gain block, the relative starting point lay above 0.5, \( t(23) = 2.27, p < .05 \), \( d = 0.46 \), while in the loss block, the starting point lay below 0.5, \( t(23) = -6.57, p < .001 \), \( d = 1.33 \). Thus, within both

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Results of the diffusion model analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Gain block</td>
</tr>
<tr>
<td>( a )</td>
<td>1.41 (0.33)</td>
</tr>
<tr>
<td>( z/a )</td>
<td>0.55 (0.12)</td>
</tr>
<tr>
<td>( c_{50%} )</td>
<td>4.86 (1.35)</td>
</tr>
<tr>
<td>( c_{5%} )</td>
<td>2.48 (1.16)</td>
</tr>
<tr>
<td>( c_{95%} )</td>
<td>0.12 (0.34)</td>
</tr>
<tr>
<td>( z_{4%} )</td>
<td>-1.78 (0.85)</td>
</tr>
<tr>
<td>( z_{2%} )</td>
<td>-3.82 (1.17)</td>
</tr>
<tr>
<td>( t_0 )</td>
<td>0.45 (0.06)</td>
</tr>
<tr>
<td>( s_x )</td>
<td>0.15 (0.08)</td>
</tr>
<tr>
<td>( s_e )</td>
<td>0.31 (0.20)</td>
</tr>
<tr>
<td>( \rho_e )</td>
<td>0.16 (0.08)</td>
</tr>
</tbody>
</table>

Mean values (and standard deviations) for all parameters and for the fit indices.

* Gain block vs. Loss block.
* Match between predicted and empirical distributions (probability value of the Kolmogorov–Smirnov statistic).
  * \( p < .05 \).
  ** \( p < .01 \).
blocks, a judgmental bias was found, indicating that for the positive (not-negative) decision, less information had to be gathered, while more information had to be accumulated before choosing the negative (not-positive) response.

Other parameters

No significant differences between gain and loss blocks obtained for any of the remaining parameters that are contained in the model \((a, I_{0}, s_{c}, s_{v}, s_{d0}; \text{all } |t| < 1.19, \text{ns}; \text{see Table 2})\).

Model fit

Model fit was assessed in two ways. Firstly, the mean probability values of the KS statistic comparing empirical with predicted distribution functions were computed (see Table 2). Please note that there are five different models for each participant (one for each Stimulus Type), and the \(p\)-values presented here are the product of five \(p\)-values from the separate KS-tests (Voss & Voss, 2007). According to the combined probability values, significant deviations \((p < .05)\) of predicted from observed distribution functions were found for four persons in the gain block, and for two persons in the loss block (no significant deviations were found on the 1% level for the combined \(p\)-values, and no deviations were found on the 5% level for the 120 separate tests). Results remain identical, however, if the 6 participants with significant KS values are excluded from the analyses.

Another way to investigate model fit is a graphical visualization of the fit for the combined RT distribution of the complete sample (Klauer, Voss, Schmitz, & Teige-Mocigemba, 2007). For this purpose, diffusion models were fitted to the RT-distributions of all subjects for each stimulus and each block, resulting in 10 models,\(^3\) based on approximately 720 responses for each of the Stimulus Types 56%, 53%, 57%, and 44% and on approximately 1440 responses for Stimulus Type 50%. Fig. 3 displays the model fit. The graphs represent the merged cumulative distribution functions (CDFs) for correct responses and errors (Voss et al., 2004). As can be seen from Fig. 3, the diffusion model is capable to recover the empirical CDFs: There is virtually no difference between the empirical and predicted CDFs.\(^4\)

Discussion

Perceptual and judgmental biases in situation interpretation

Optimistic biases in the interpretation of situations were investigated with a discrimination task in which specific colors signaled financial gains and losses. Conventional analyses of response latencies and categorization probabilities revealed that the positive and non-negative color responses were more frequent and were executed faster, indicating a positivity bias in the interpretation of these ambiguous situations. Notably, this positivity bias in responding occurred although categorization responses did not have an influence on stimulus-related gains and losses and despite the fact that a strong accuracy motivation was triggered by financially rewarding (punishing) correct (erroneous) responses.

The main purpose of this study was to separate perceptual and judgmental sources of this positivity bias. This was achieved by a diffusion model analysis of the speeded color classification data, which allows an estimation of parameters that map different aspects of the underlying decision process. A positivity bias in perceptual processes that was reflected in the drift rate \((v)\) indicated more efficient processing of positive and non-negative information. In addition, this procedure also revealed a positivity bias in judgmental processes appearing in the relative position of the starting point \((z/a)\). The starting point was shifted towards the positive threshold in the gain blocks, and away from the negative threshold in the loss blocks, indicating that less positive (than neutral) information was required for classifying a stimulus as positive, while more negative (than neutral) information had to be gathered before a stimulus was evaluated as negative.

In conclusion, our findings support the hypothesis that motivational top-down influences can affect perceptual processes of information uptake as well as processes that are related to judgment and decision making. Apparently, even low-level processing of basic perceptual features can be open to motivational top-down influences. This latter finding highlights the fact that superordinate states (goals, tasks, actions, motives, emotional states, beliefs, expectations etc.) can have a wide-ranging influence on many aspects of information processing. There is already ample evidence that the views we hold of our environment and of ourselves can be biased by personal motives and pre-existing beliefs. The present results go beyond these findings in that they suggest that our information processing system enables a highly flexible configuration of basic processing parameters in the service of varying superordinate orientations (e.g., Bacon & Egeth, 1997; Derryberry & Tucker, 1994; Rothermund, 2003; Rothermund, Voss, & Wentura, in press; Rothermund, Wentura, & Bak, 2001; Tipper, 1992).

Negativity bias vs. optimistic bias

The observed optimistic bias in perception can be considered as a case of “motivated reasoning” (Kunda, 1990), allowing us to assess persons, situations, or outcomes in a desired and self-serving way. At first glance, however, such an optimistic bias in basic perceptual processes seems to contradict findings showing a negativity bias in attention.

\(^3\) For the global analysis all parameters were allowed to vary between conditions. This approach is suboptimal for individual analyses, since there were too few trials to reliably estimate 2 (Block Type) \(\times\) 5 (Stimulus Types) \(\times\) 7 (model parameters) = 70 parameters.

\(^4\) Results point in the same direction for the global analyses as for the individual analyses: Numerically, there is a bias present in the starting point as well as in the drift rate. However, a test of significance is not possible.
A closer look at these findings reveals, however, that the apparent contradiction in findings can be resolved. First, most of the studies showing a negativity bias have either compared negative with neutral stimuli, or have not controlled for differences between negative and positive stimuli regarding other variables (e.g., extremity, behavioral relevance, arousal). Follow-up studies therefore have often revealed that attentional effects that have previously been attributed to negative valence are in fact due to other factors that are orthogonal to valence (arousal: Keil & Ihssen, 2004; Schimmack, 2005; behavior relevance: Wentura, Rothermund, & Bak, 2000). Secondly, biases in the processing of

Fig. 3. Graphic display of model fit. The figure shows the combined cumulative distribution functions (CDFs) of response times for errors and correct responses for all five stimulus types and for both experimental blocks.Erroneous responses were multiplied by $-1$ before merging the distributions of correct times and error times. Therefore, erroneous responses are represented on the left sides of the graphs, and the level at time zero indicates the percentage of errors. The predicted CDFs are represented by gray lines. The black diamonds show the 100 ms quantiles of the empirical cumulative RT distributions. Predicted and empirical CDFs are virtually identical, which indicates excellent model fit.
valence are subject to strong interindividual differences. For example, results from a recent meta-analysis indicate that an attentional negativity bias is limited to highly anxious subjects (Bar-Haim, Lamy, Pergamin, Bakermans-Kranenburg, & van IJzendoorn, 2007) and represents a risk factor for the development and maintenance of pathological symptoms (Mathews & MacLeod, 2005). Studies based on the dot-probe paradigm even revealed a significant threat avoidance effect for healthy control participants, at least when stimulus presentation was subliminal (Stone & Valentine, 2005).

Another important factor that may be responsible for our finding of a perceptual positivity bias is the fact that no behavioral relevance was associated with the valent stimulus information, that is, no possibility to exert control over the appearance or consequences of the positive and negative stimuli was provided. Prior experiments indicated, however, that an optimistic bias is typically present in situations that are uncontrollable or have uncontrollable consequences, whereas the possibility to ward off a threat or to achieve positive outcomes by adequate action is accompanied by a negativity bias in attention, perception, and judgment (Brandstätter, Voss, & Rothermund, 2004; Rothermund, Bak, & Brandstätter, 2005; Rothermund, Brandstätter, Meiniger, & Anton, 2002; Voss, Rothermund, & Brandstätter, 2006).

**Implications for research on person perception and social judgment**

In this study, different colors were arbitrarily assigned to a positive, negative, or neutral valence. Using dichromatic colored squares without intrinsic social relevance allowed us to control for the exact amount of positive or negative information that was contained in each stimulus, which yielded a perfect situation for the study of motivational influences on perception and judgment. Separating perceptual and judgmental biases with a diffusion model analysis, however, is not restricted to experimental situations with artificial materials but can also be used to study motivational top-down effects in the processing of “real” social stimuli (e.g., social categories, personality traits, or faces). For example, the present approach can be applied to the face-in-the-crowd paradigm (e.g., Öhman et al., 2001) in order to identify and separate perceptual and judgmental biases in the detection of angry vs. friendly faces. In this paradigm, participants have to detect either a positive or negative face in a crowd of neutral distractor faces in a visual search task. By using the full information that is contained in the response time distributions for both erroneous and correct decisions in this paradigm, the diffusion model allows an estimation of separate parameters for perceptual sensitivity (i.e., the drift rate, \( v \)) and judgmental biases (i.e., the relative starting value, \( z/(a) \)). A comparison of the drift rates for trials with friendly vs. aggressive faces would reveal differences in perceptual sensitivity, whereas differences in the relative starting value would indicate asymmetric decision criteria (e.g., more/less information is necessary to accept the presence of a friendly vs. aggressive face).

Such an analysis could help to disentangle some of the inconsistencies in the findings that have recently been reported with this paradigm (e.g., Horstmann & Bauland, 2006; Juth, Lundqvist, Karlsson, & Öhman, 2005; Öhman et al., 2001).

Diffusion model analyses can be used to investigate biases in perception and judgment in diverse areas of social information processing. In principle, a diffusion model analysis can be applied to all paradigms in social cognition and social perception research that are based on repeated fast binary decisions (e.g., visual search, recognition tasks, evaluation, and social categorizations). We thus recommend the diffusion model as a powerful tool that allows an identification of the basic underlying processes of positivity and negativity biases in perception and judgment.

**References**
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5 Only those trials that contain a valent face (“target-present” trials) are used for this analysis. Parameters are estimated separately for trials containing positive and negative target faces.


